
Bias of a model

As already explained, the estimator b of a parameter β is unbiased if E(b) = β.

If the estimator is biased, its bias can be defined as B(b) = β – E(b), thus it corresponds to
the systematic error related to the estimator b.

The quality of an estimator b is related to the minimum value of Mean Square Error (MSE),
which, in turn, can be described as the combination of two effects:

As a general rule, variance is increased with the model complexity (i.e., with the number of
variables), whereas bias is decreased.

The goal of biased methods is searching for a compromise between the model complexity
and its variability, in order to minimize MSE.



The MSE for a biased estimator is defined as follows:

The expectation for the square of the binomial shown in the second member of the
equation can be expressed as the sum of the expectations of the squared terms of the
binomial:

However, if the double product is developed, its expectation is easily found to be equal to 0:

Consequently:



The concept of bias can be represented graphically using the following figure:

On the left side of the figure a model characterized by a higher variance (represented by
the circle area) but unbiased (B2(b) = 0) is represented.

On the right side, a model with a lower variance but characterized by a certain bias (B2(b)
> 0) is shown.



Validation of a model

Validation of a model consists in searching the structure of model that maximizes its
predictive capacity.

At the same time the model must have stability characteristics that make it sufficiently
independent by specific data (the training set) exploited to build it.

Indeed, while the increase in the model complexity (number of variables) leads to an
increase in the descriptive quality of the model (fitting), an uncontrolled increase in the
model complexity makes its predictive performance worse (overfitting).

As shown in the figure on the right,
an increase in the number of
variables considered as significant in
a regression model leads to an
increase in the percentage of
variance explained by fitting (R2).

On the other hand, when the
number of components is too high
variance explained in prediction (R2

in cross-validation, R2cv) starts to
decrease.



Validation of a model usually occurs according to the following scheme:

As shown in the figure, a part of available data is usually employed to build the training set,
whereas the remaining part is used to build the evaluation set.

The training set is used to obtain a partial model, that is subsequently applied to predict the
response of objects (samples) belonging to the evaluation set.

The ensemble of predictions made using data included in the evaluation set is exploited to
calculate one or more parameters that enable the evaluation of the predictive capacity of
the final model, that is usually developed using all available data.



Validation techniques

The four most common techniques adopted for model Cross Validation (CV) are:

1) leave-one-out
2) leave-more-out (also called k-fold CV)
3) training/evaluation splitting
4) bootstrap

Leave-one-out

Given n objects (observations), the calculation
of n models is made, with each model obtained
using the remaining n-1 objects.

The square of the difference between experimental and predicted response is obtained for
all the n objects that, in turn, are excluded from the model. Each of them corresponds to a a
specific MSE:

The average of available MSE values
is calculated and indicated as CV:



Leave-more-out or k-fold CV

Since the Leave-one-out approach can lead to too optimistic predictive values, especially
when the number of objects is high, a different approach, known as Leave-more-out, can be
adopted:

In this case data are randomly divided into k cancellation groups, so that G objects, with G =
n/k, form a single group and represent the evaluation set each time. The training set,
consisting in n-G objects, is used to predict the response of the G excluded objects.

k estimates of MSEi are obtained using the Leave-more-out approach, each of them
corresponding to the mean value of residuals for a specific group, thus a k-fold CV can be
calculated as follows:

The Leave-more-out approach is less intensive, from a computational point of view, of the
Leave-one-out approach. It is also more severe than the other approach in the evaluation of
the model predictive performance.



Training/evaluation splitting

This approach can be applied in two different ways.

a) Single Evaluation Set, SES: the n objects are randomly divided into a training set and an
evaluation set so that 10 to 50% of data are included in the latter.

This procedure usually leads to quite unstable models, since, obviously, a strong dependence
of results on the dimension of the evaluation set and on the objects randomly included in
the latter exists.

b) Repeated Evaluation Set, RES: the SES procedure is repeated many times, so that a reliable
average value of a parameter can be obtained.

The main disadvantage of this approach is the remarkable computational time required, thus
it cannot be considered a common strategy for model validation.



Bootstrap

Each model based on the extracted objects is used to predict the response of excluded
objects, so that residual values, and then MSE values, can be estimated.

This approach can be adopted only if powerful computers are available, since thousands of
extractions of training sets are required to obtain a reliable estimate of a parameter average
value when the number of observations is high.

In this approach, multiple datasets
are constructed by extracting
randomly, and also with repetitions,
n objects from the original set of n
data:

This means that some objects will
be included more times in the same
extracted set, whereas other ones
may not be included at all (as, for
example, observations 3 and 10 in
Bootstrap 1).



Validation of regression methods
As shown before, three fundamental quantities related to a regression method are the total
(TSS), residual (RSS) and regression/model (MSS) sum of squares:

The coefficient of determination is calculated as:

Given a response Y and m predictors (variables) and indicating as RY(1,…., m) the coefficient of
determination considering all m predictors, the following properties are valid:

1. 0 ≤ RY(1,…..,m) ≤ 1;

2. If RY(1,…..,m) = 0, also the correlation between the response and each of the predictors,
RY(j), is equal to 0 ;

3. If a single predictor is involved, RY(1) = rYX , i.e., the correlation of Y with the single
predictor coincides with the absolute value of correlation coefficient between Y and X;
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4. RY(1) ≤ RY(1,2) ≤ RY(1,2,3) ≤ … ≤ RY(1,…..,m) , i.e., at the increase of the number of
predictors the coefficient of determination is increased.

An adjusted-R2 can also be defined for a regression model, to account for the degrees of
freedom (and, then, for the number of regressors):

This parameter has been introduced to evaluate the convenience in adding a further
variable to the model.

Indeed, R2
adj exhibits a maximum when the model reaches the optimal complexity and is

decreased when the addition of a further variable is not adequately compensated by a
significant increase in the R value.

It is worth noting that both R2 e R2
adj measure exclusively the model capacity to fit

contemporarily all the n objects used in the construction of the model.

Different parameters need to be considered to evaluate the predictive capacity of the
model.
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Parameters measuring the predictive capacity of the model

When the sum of residual squares is calculated by considering the values of predicted
responses, instead of calculated responses, a new parameter is obtained, the Predictive
Error Sum of Squares, formally identical to RSS:

where is the value predicted for the i-th sample using a model developed without
considering that sample.

When PRESS is used instead of RSS, the percentage of variance explained by the model in
prediction, Q2, corresponding to the coefficient of determination for cross validation, R2

CV,
can be calculated:

Similarly to R2
adj, R2

cv exhibits its maximum when the model reaches its optimal complexity;
however, it is evaluated with respect to the predictive power, not to the fitting level, of the
model.
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Further useful quantities related to RSS and PRESS are:

1. Standard Deviation Error in Calculation, SDEC (or SEC)

2. Standard Deviation Error in Prediction, SDEP (or SEP)

n
RSSSDEC =

n
PRESSSDEP =



A numerical example

Let us consider the following 17 responses (y), related to 5 independent variables (x1, …, x5):



where: with m = 5 and n-p = 17-6 = 11

Since 31.61 > F5,11(0.99) = 5.32, the regression is significant at a 1% significance level.

The correlation matrix, Rxx, for the five
predictors is:

As apparent, a strong correlation exists
between many of the considered variables.

OLS regression based on the following model (p = 6) is performed:
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y = β0 + β1 x1 + β2 x2 + β3 x3 + β4 x4 + β5 x5

The main results in terms of
coefficients of determination and
related quantities are:



Diagnostic methods for regression: residuals and leverage values

Residuals are exploited as a powerful quantity to assess the reliability of a regression model,
since any deviation from the basic assumptions made for them (expected value for residual
mean = 0 and random distribution around mean value) may indicate the presence of
problems in the reliability of the model.

The graphical representation of residuals against the experimental response (specifically, of
the limits of intervals including all residuals) can rapidly provide interesting information:

Ideal case: residuals are distributed with mean = 0 and
constant variance (homoscedasticity).

Residuals are increased at the increase of response, thus
variance is not distributed homogeneously
(heteroscedasticity)



The choice of model is not adequate since non random
trends are observed for residuals: they are systematically
higher than 0 only for low and high values of the
response, and systematically lower than 0 for
intermediate value of the response).

A steady trend is observed for residuals: the presence of
a systematic error can be suspected.



As shown for multiple linear regression, the vector of residuals, e, can be expressed as:

where I is the identity matrix and H is the so-called hat matrix.

The variance of residuals is:

where hii, the i-th element of the principal diagonal of matrix ,

is known as leverage value.

Notably, if simple linear regression is considered, hii is given by:

thus the leverage value is a measure of the distance between the abscissa of the i-th value
and that of the regression centroid.

At the centroid the minimum leverage value is obtained:

e = (I −H)y =My

V(e) = (I − H)σ2 V(ei) = σ2 (1 − hii) 
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The equation:

indicates that residuals referred to points with a high leverage have a smaller variance.

In order to consider jointly residuals and their variability, standardized residuals (also called
internally studentized residuals) can be calculated (estimating σ2 by sy):

where:

V(ei) = σ2 (1 − hii)   

The sum of leverage values is equal to 2, i.e., the number of parameters for simple linear
regression, thus the average leverage value is 2/n.

In the case of multiple linear regression the average leverage value is thus equal to p/n.



A useful graphical representation is the Williams Plot, in which standardized residuals are
plotted versus leverages:

In this case eventual
outliers can be recognized
from their position above
or below horizontal lines
corresponding to a
standardized residual
greater than 2, in absolute
value.

High leverage observations
can be recognized from
their position on the right
with respect to the
vertical line corresponding
to a hj value greater then
twice the mean value of all
hj values.

In the figure a set of n = 17 data was considered and a multiple linear regression based on 5
variables was performed, thus p = 6 and: hmin = 1/17 = 0.059 and h = 6/17 = 0.35.



Outliers and influential observations in simple linear regression

In the context of regression models, an outlier is a data point whose response does not
follow the general trend of data.

A data point is influential if it is able to influence remarkably any aspect of a regression
analysis, such as estimated slope, predicted responses, etc.

A comparison between datasets including and not including a potential outlier/influential
point, respectively, is shown in the following figure, referred to the case of a single
regressor:

Outlier and 
influential

data point ?

No outliers/influential points



Best fitting lines obtained in the two cases
are shown in the figure on the right:

Apparently, the presence of the presumed
outlier in the dataset seems to have only a
slight influence on regression parameters
(especially on the slope).

Summaries of statistical information are the following:

(red data point included) (red data point excluded)



Minor side effects are observed when including the red data point:

1. The R2 value is slightly lower but the relationship between y and x still appears strong;

2. The standard error (SE) for parameter b1, i.e., the line slope, is larger when the red data
point is included;

3. In each case the P-value referred to the hypothesis H0: β1 = 0 is less than 0.001. 
Consequently, there is sufficient evidence to conclude that, in the population, y is related 
to x.

Based on these results, the red data point cannot be considered influential but is still 
candidate as an outlier.

Notably, the standardized residual for that point is equal to 3.68. Based on the 
considerations made before about the Williams Plot, the point can actually be considered an 
outlier. 



Let us consider a different data set:

Not surprisingly, the two best fitting lines
(with or without the suspect point) are
substantially different in this case.

Indeed, the presence of the red data point
lowers the regression line slope from
5.117 to 3.320.

Outlier and 
influential ?



(red data point included) (red data point excluded)

Further relevant consequences can be inferred from the summary of statistical information:

1. The R2 value (R-sq) is significantly decreased (from 97.32 to 55.19%);

2. The SE on b1 is almost 3.5 times larger (from 0.200 to 0.686);

3. The predicted responses are clearly affected (with R2 in prediction, R-sq(pred), falling
from 96.63 to 19.11%)

4. In any case, as suggested by P-Values, there is still sufficient evidence, at 0.05%
significance level, that a relationship exists between x and y.

The red data point can thus be considered both an outlier and an influential point.



Influential points can also be recognized through a quantity known as the Cook Distance:

As apparent, the distance depends on both the residual and the leverage.

In order to appreciate the potential of Cook Distance in terms of influential points
recognition, the first dataset shown before, the one without potential outliers or influential
points, can be considered.
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If slopes and intercepts obtained for
regression lines when considering all the
datapoints (black circle) or when deleting
one of them at a time (open circles), are
plotted, the plot shown on the right is
obtained:

All estimated coefficients are grouped
together, thus all Cook Distances are
expected to be small.



This is clearly not the case for the dataset including also a datapoint with x = 13 and y =15:

The Cook Distance for the data point with co-ordinates (13, 15) is then expected to be much
larger than those referred to other datapoints. This is confirmed by calculations. In fact, the
Cook Distance for datapoint (13, 15) is equal to 4.048, whereas all the others are comprised
between 0.00002 and 0.09180.

General guidelines for the use of Cook Distance are:

1) If Di > 0.5, the i-th point is worthy of further investigation
2) If Di > 1 the i-th point is likely influential
3) If Di >> 1 the i-th point is most certainly influential



Using leverages to identify extreme x values

Given an observation i, the predicted response can be written as a linear combination of the
n observed responses:

where weights hi1, hi2, ..., hii, ..., hin , i.e., leverages, depend only on the predictor values.

All predicted values can thus be expressed as:

It is then clear that a leverage quantifies the influence that the observed response yi has on 
its predicted value ŷi.
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11

21

Let us consider the following scatter plot:

Data point #21 clearly appears to be quite
far from all the others.

In this case leverage values for datapoints
#11 and #1 are 0.048 and 0.153,
respectively, whereas the one for
datapoint #21 is 0.358.

In the present case the average value of leverages, i.e., 2/n, is equal to 2/21 = 0.095;
leverage value for datapoint #21 is thus much larger than 2/n; specifically, it is even larger
than 3(2/n), i.e., 0.286.

Data point #21 can thus be considered a high leverage point but it is a non influential point,
since, due to its ordinate, it appears located near the regression line obtained for all the
other values.



A peculiar real case

The regression plot shown in the figure on
the right was obtained by considering
data on hospital infection risk as a
function of the average length of stay in
112 hospitals in the United States.

In two cases, the length of stay was quite
large but the infection risk did not appear
to be correspondingly large.

The following table was obtained from these data when using the Minitab’s option «Fits and
Diagnostics» in the Regression: Results window:



In the table Standardized Residuals correspond to internally studentized residuals, whereas
Deleted Residuals correspond to externally studentized residuals:

Note that externally studentized residuals are calculated by considering a special estimate of
sy, indicated as sy(i), obtained by ignoring the i-th value in its calculation.

Two observations, those numbered as #47 and #111, were marked in the table by an «X»
sign. They correspond to observations corresponding to longest average stays.

On the other hand, neither standardized nor deleted residuals were particularly large, in
absolute value, for the two observations.
This outcome was clearly influenced by the presence of large residuals for several
observations corresponding to shorter average stays.

Std Resid Del Resid
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